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Abstract—Internet of things (IoT) is a novel emerging approach in computer networks wherein all heterogeneous 

objects around us, which usually are resource-constrained objects, can connect to each other and also the Internet by 

using a broad range of technologies. IoT is a hybrid network which includes the Internet and also wireless sensor 

networks (WSNs) as the main components of IoT; so, implementing security mechanisms in IoT seems necessary. This 

paper introduces a novel intrusion detection architecture model for IoT that provides the possibility of distributed 

detection. The proposed hybrid model uses anomaly and misuse intrusion detection agents based on the supervised 

and unsupervised optimum-path forest models for providing the ability to detect internal and externals attacks, 

simultaneously. The number of input features to the proposed classifier is reduced by a hybrid feature selection 

algorithm, as well. The experimental results of simulated scenarios show the superior performance of proposed 

security mechanism in multi-faceted detection. 
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I. INTRODUCTION 

During the recent decades, computer networks 
(and especially the Internet) have been widely used in 
human’s world and various areas such as education, 
government and business. The Internet of things (IoT) 
is a novel emerging approach in computer networks in 
which all heterogeneous objects around us (such as 
smart phones, laptops or smart sensors) can connect to 
the Internet by using a wide range of technologies. In 
other words, large number of smart interconnected 
devices in IoT results in valuable services to the 
society and individual citizens [1]. Moreover, IoT can 
be supported by satellite communication systems for 
the case of Internet of remote things (IoRT) in which 

the Internet protocol version 6 (IPv6) should be 
supported over satellite [2]. 

Wireless sensor network (WSN) is one of the main 
components of IoT in which the nodes are able to 
communicate with each other and also intelligent 
systems, autonomously [3]. However, one of the major 
efforts in creating the real IoT is the IPv6 over low-
power wireless personal area networks (6LoWPANs) 
[4] which was introduced and standardized by the 
Internet Engineering Task Force (IETF) work group. 
6LoWPANs is a WSN based on compressed IPv6 
which uses the routing protocol for low power and 
lossy networks (RPL) [5] for routing the packets in a 
low-power and lossy network. The general 
architecture of IoT is shown in Fig. 1. As seen in Fig. 



1, the resource-constrained devices of 6LoWPANs 
such as sensor nodes can connect to the Internet 
through the 6LoWPAN border router (6BR) [5, 6]. 

 

Figure 1.  General architecture of IoT. 

 

It is noted that the RPL is a certain routing protocol 
for 6LoWPAN, which is based on the construction of 
a destination-oriented directed acyclic graph 
(DODAG). In other words, RPL is an IP-based 
distance vector and hop-by-hop routing protocol that 
enables different operations such as the unidirectional 
traffic towards a DODAG root, bidirectional traffic 
between resource-constrained devices (i.e., 6LoWPAN 
nodes), and bidirectional traffic between resource-
constrained devices and the DODAG root [5]. 

The communication in the IoT can be secured by 
using standard mechanisms such as cryptography and 
authentication techniques; however, these preventive 
mechanisms cannot detect all possible attacks, because 
of the nature of wireless communication. On the other 
hand, the resource-constrained devices are connected 
to the unreliable Internet via IPv6 and 6LoWPAN 
networks in the IoT; so, they are vulnerable to 
intrusions (both from the Internet and WSNs) [6]. 
Therefore, IDS is required for detecting malicious 
activities in the IoT besides the standard security 
mechanisms. 

Today IDS is one the major and effective solutions 
for dealing with security threats in computer networks, 
especially IoT. To put in simply, IDS is looking for 
some signs that indicate the wrong activities. 
Therefore, for the reason of specifying these kinds of 
wrong activities, the information should be filtered. In 
other words, IDS is an effective tool which gathers 
system activities or network traffic as input data with 
the aim of analyzing them for identifying malicious 
behaviors. From the aspect of the network security 
researches, IDSs can be categorized into various 
methods based on (a) analysis methods; (b) data 
sources; and (c) system architectures. According to the 
analysis methods, IDSs are classified into the 
following categories: (a) misuse-based (as the best 
method for detecting known attacks); (b) anomaly-
based (as the best method for detecting unknown 
attacks); and (c) specification-based detection systems. 

In the misuse-based detection systems, predefined 
attack patterns are modeled and maintained in the 
database of the attacks’ signature. Therefore for 
detecting intrusion, these signatures are used for 

matching with collected data. The signature of each 
attack is required for detecting them; hence, misuse-
based intrusion detection systems cannot identify the 
unknown intrusions. In other words, the detection rate 
(DR) of this method is lower than other methods. It is 
noted, DR is an evaluation metric which refers to the 
ratio of the number of attacks that were detected 
properly to all occurred attacks. On the other hand, 
anomaly-based IDSs are focused on normal traffic of 
the system. In other words, this type of system which 
usually uses statistical or machine learning methods is 
based on finding the deviations from normal behavior 
of network traffic or system activities. Although, 
anomaly-based IDSs are outperformed in detecting the 
unknown attacks, but unlike misuse-based IDSs, they 
suffer from the high rate of false alarm rate (FAR). It 
is noted that the FAR, as an important evaluation 
metric of IDSs, refers to the ratio of extracted normal 
samples (from network traffic) which were classified 
as attack into the total extracted normal samples. The 
specification-based systems work by the same way, as 
well. However, user guidance is required to extract 
legitimate system activities or network traffic for 
developing a model of normal behavior. 

IoT is a hybrid network which is composed of the 
Internet and the networks with heterogeneous nodes 
(e.g., 6LoWPAN). The traffic pattern of these 
networks is completely different. Moreover, 
6LowPAN is an IP-based WSN which consists of 
802.15.4 and IPv6 networks; so, the traffic pattern of 
this network is also different. Therefore, traditional 
IDSs for WSN and IP-based networks are not 
appropriate for IoT. In other words, IDS for IoT 
should be able to control all different traffic patterns of 
IoT. With the aim of providing multi-faceted detection 
(considering both traffic patterns from the Internet and 
WSNs sides), a hybrid distributed IDS based on 
MapReduce approach is proposed for intrusion 
detection in this study for IoT. In fact, a novel real-
time intrusion detection framework is proposed which 
is based on anomaly-based detection for detecting 
insider (internal) attacks that happen in 6LoWAPN. 
The proposed method is focused only on detecting the 
malicious behaviors of sinkhole and selective-
forwarding attacks in 6LoWPAN; however, it can be 
extended for detecting other attacks. On the other 
hand, a misuse-based intrusion detection engine is 
provided that is responsible for detecting cyber 
(external) attacks that occur from the Internet (or 
LANs) side.   

The rest of this paper includes the following 
sections: Section II reviews related work. The 
foundations of preliminaries are introduced briefly in 
Section III. In Section IV, the proposed model is 
introduced in detail and the performance of it based on 
simulated scenarios is reported in Section V. Finally, 
the paper is concluded in Section IV. 

II. RELATED WORK 

One of the main challenges in IoT is providing an 
efficient security mechanism for IoT. Generally, the 
following studies are example researches of security 
issues in IoT: Security may be addressed as an 
important factor in the integration of low-power WSN 
with the Internet. Granjal et al. [7] reviewed the 



proposals supporting this integration. Cloud 
computing technology can be used to enhance the 
function of the IoT. So, a new paradigm is termed as 
cloud of things (CoT) or CloudIoT [8]. A survey of 
IoT and cloud computing with an emphasis on the 
security issues of both technologies was presented by 
Stergiou et al. [9]. The security and privacy 
requirements for the IoT applications such as personal 
and home, government and utilities, and enterprise and 
industry were analyzed by Ouaddah et al. [10]. 
Alcaraz et al. [11] analyzed the security requirements 
of industrial sensor network-based remote substations 
[12] in the context of IoT. Airehrour et al. [13] 
analyzed routing protocols for secure routing 
communications in IoT. Services in IoT can be 
provisioned by two architectures: (a) centralized and 
(b) distributed. In the distributed architecture, the 
entities at the edge of the network exchange 
information and collaborate with each other in a 
dynamic way. Roman et al. [14] analyzed the security 
and privacy issues in the distributed IoT. Data mining 
and computational intelligence methods can also play 
an important role in creating smarter and more secure 
IoT [15].  

Designing IDS for IoT is still a new and on-going 
research subject and to the best knowledge of the 
authors, a few researchers in the security field work on 
this context. For example, Raza et al. [6] proposed a 
real-time IDS for IoT called SVELTE. They showed 
that SVELTE has a small overhead to deploy on the 
constrained nodes and can detect most of malicious 
nodes that launch sinkhole and/or selective-forwarding 
attacks. Kasinathan et al. [16] introduced a DoS attack 
detection architecture for 6LoWPAN. Their simulation 
results showed the capability of the proposed 
architecture in detecting DoS attacks. One of the main 
goals followed by employing IDS in the IoT is fast 
security event-processing that results in detecting 
network attacks, immediately. For this purpose, Jun 
and Chi [17] designed a complex event-processing 
(CEP)-based IDS in the IoT environment to achieve 
better performance in real-time. Weber and Studer 
[18] examined the changing legal cyber-security 
environment in the IoT context. In this way, selected 
applicable international regulations and alternative 
approaches to address the security issues in the IoT 
were discussed. 

A hybrid IDS model consists of anomaly-based 
and specification-based intrusion detection modules 
using unsupervised optimum-path forest (OPF) is 
recently proposed by the authors [19]. It is noted that 
the proposed system in the present study has three 
main differences as compared to the proposed system 
in [19]: (a) the present hybrid IDS model consists of 
anomaly-based and misuse-based intrusion detection 
modules which can detect simultaneously both insider 
and cyber attacks of IoT (instead of a specification-
based module used in [19]), (b) the proposed misuse-
based detection module employs a modified OPF 
(MOPF) [20] as an efficient graph-based machine 
learning, and (c) a hybrid feature selection (FS) 
algorithm based on mutual information and binary 
gravitational search algorithm (MI-BGSA) [21] is 
used in the proposed misuse-based intrusion detection 
module to reduce the number of input attributes of the 

Internet traffic samples. The simulation results of the 
proposed system show that the classifier model used in 
the misuse-based detection module of proposed 
system outperforms support vector machine (SVM), 
naïve Bayes (NB), and classification and regression 
tree (CART) classifiers. Furthermore, the proposed 
hybrid FS model decreased the number of input 
features from 41 to 29. So, the computational 
complexity of the system is reduced. 

III. PRELIMINARIES 

In this section the foundation of RPL, supervised 
and unsupervised OPF, MapReduce architecture, and 
IoT's attacks, as the main concepts which are used in 
the proposed model, are reviewed briefly. The main 
symbols used in this paper and their meanings are 
listed in Table I. 

A. RPL 

RPL is an IP-based distance vector and hop-by-hop 
routing protocol, which uses DODAG for routing the 
packets in 6LoWPAN. RPL supports one-to-one, one-
to-many, and many-to-many traffic patterns by 
enabling different operations such as the unidirectional 
traffic towards a DODAG root, bidirectional traffic 
between resource-constrained devices, and 
bidirectional traffic between resource-constrained 
devices and the DODAG root [5]. 

According to the DODAG architecture, for 
creating an acyclic graph, the nodes are organized into 
a hierarchical tree structure which has a unique root 
named 6BR (as destination). Figure 2 shows the 
general schema of DODAG wherein different nodes 
connect to each other based on DODAG topology. As 
seen in Fig. 2, each node has a unique IPv6 address, a 
specific rank, a set of neighbors and at least one parent 
in DODAG. Node’s rank shows the position of nodes 
related to other nodes and 6BR [5]. DODAG’s nodes 
use some optimum criteria (e.g., link reliability, 
latency, hop count, and node energy) for transition the 
packet toward the root [22]. It is noted that the nodes’ 
rank is specified based on one the mentioned criteria 
as objective function. 

TABLE I.  DESCRIPTION OF MAIN SYMBOLS 

Symbol Description 

Z  Training set 

S
 Optimum set of prototypes 

maxf  Path-value function 

S Prototype set 

s A training sample 

t An unlabeled sample 

( )P t  Optimum path  from S
 to t 

( )k nnG 
 k-nearest neighbors graph 

fd  Maximum arc weight in 
k nnG 

 

( )kA s  Neighbor set of s Z  

R Set of OPF’s roots 

L Set of source nodes in the network 

iP  
Set of received packets from the i-th source in a 

time-slot 



DAG Information Object (DIO) is an important 
control message that is used by RPL for constructing 
DODAG. This message carries the needed information 
(e.g., DAG-ID and node’s rank) which is required for 
DODAG construction. In the first stage of DODAG 
construction, the 6BR assigns “1” to itself as its rank. 
Then it starts to broadcast the DIO message which 
includes DAG-ID, objective function (for finding the 
optimum path), and its rank [4]. When the neighbor 
nodes receive this message, they select 6BR as their 
preferred parent. Then, they increment their parents’ 
rank and select it as their rank. Next, they start to 
broadcast their DIO messages. This process will be 
continued until the DODAG construction is 
completed. 

B. Supervised and unsupervised OPF 

Supervised OPF [23] algorithm is a graph-based 
machine learning method which reduces a pattern 
recognition problem into an optimal graph partitioning 
in a given feature space. In the OPF, each training 
sample is shown as a node in a complete weighted 
graph. The weighted arcs, which are defined by 
adjacency relations between samples, link all pairs of 
nodes in this graph.  

Suppose 
1G (Z ,A) as a complete weighted 

graph where
1Z denotes the training dataset. The 

samples in the training dataset are represented by the 
nodes of G, and each pair of samples is defined by its 

arc as
1 1A Z Z  . In the training phase, some key 

samples from the training set, called prototypes, 
should be identified for each class in the classification 
problem. The closest nodes in the minimum spanning 

tree of G which have different labels in 
1Z  are the 

prototypes of OPF, wherein some prototypes that 
minimizes the classification error make the optimum 

set of prototypes ( 1S Z  ) [23]. 

 

Figure 2.  General schema of DODAG wherein each node has a 

unique IPv6 address and rank [6]. 

 

Then, the complete weighted graph will be 
partitioned into optimum-path trees (OPTs) by a 
competitive process between prototypes (as the roots 
of the OPTs) which introduces optimum paths to the 
remaining nodes of the graph [24]. The nodes of OPT 
will be strongly connected to their prototypes as 
compared to other prototypes in the OPF and 
consequently they have the same label as the OPT’s 
root. Partitioning the OPF for computing OPTs is 

performed by minimization of 
maxf  which assigns an 

optimum path ( )P t  from the set of prototypes to 

every sample 1t Z whose minimum cost ( )C t  is 

calculated by Eq. (1) [23]: 

max

1

min
( ) { ( )}

( , )
t

t

C t f
Z A





 

            (1) 

where 
maxf is a path-value function that assigns a path 

cost to each path 
t and is calculated using 

expressions given below [23]: 

 

max

max max

0
( )

( . , ) max ( ),d(s, t)s s

if s S
f s

otherwise

f s t f 


   



  

           (2) 

where s is a training sample and S represents the 
prototype set. To classify each unlabeled sample such 
as t, we assumed t as a part of the training set. The 
purpose of the classification phase is to find an 

optimum path ( )P t  from S  to t, and then labeling t 

with the class of its root. The optimum path can be 
found incrementally by evaluating the optimum cost as 
shown in Eq. (3) [23]:    

1( ) min{max{ ( ), ( , )}};C t C s d s t s Z              (3) 

where ( )C s is the minimum cost of s and d(s,t ) is the 

Euclidean distance from t to s. Notably, the learning 
phase that uses the classification error on the 
evaluation set can be used for improving the accuracy 
of OPF. In other words, during the learning phase, the 
misclassified samples of evaluation samples should be 
replaced by some non-prototype training samples that 
their labels are same as misclassified samples. To see 
more details about the training and classification 
phases of OPF algorithm, refer to [23]. 

Unsupervised OPF, which is also called optimum-
path forest clustering (OPFC) [25], is almost same as 
supervised OPF. However, in the OPFC, each sample 
in the dataset (represented by a feature vector) is 
shown as a node in the k-nearest neighbors graph 

( )k nnG   that is connected with its k best neighbors in a 

given feature space [25]. In OPFC, the arcs are 
weighted by the distance between each pair of nodes 
and the nodes are weighted by the probability density 
function (pdf) of each node that is based on the 
distance between the samples and their k-nearest 

neighbors [26]. When k nnG   is created, the OPFC 

algorithm will find one sample (node) at each 
maximum pdf as a root of a dome or cluster which 
includes dense samples in the feature space. Then, an 
OPT will be created from each root to every node in 
the influence zone (cluster) such that each OPT node 



will be strongly connected to its root as compared to 

other obtained roots in the 
k nnG 

 [25]. Notably, as 

mentioned earlier, each s Z  (where Z is the training 

set) is weighted by a pdf that is defined in Eq. (4) [25]: 

2

2( )2

1 ( , )
(s) exp( )

22 ( ) kt A s

k

d s t
p

A s 
 


          (4) 

where ( )kA s k , / 3fd  , and fd is the 

maximum arc weight in 
k nnG 

. It is noted that ( )kA s is 

the neighbor set of s Z . Notably, in OPTs 

construction, OPFC assigns an optimum path to each 
node t Z  such that the minimum density value 

along the path is maximum (Eq. 5) [25]: 

min

max
v( ) { ( )}

(Z, A )
t

t k

t f 



 

            (5) 

where min ( )tf  is defined as Eq. (6) [25]: 

 

min

min min

( )
( )

( )

( . , ) min ( ),d(s, t)s s

p t s S
f t

p t otherwise

f s t f



 


   



  

           (6) 

where (s,t) A | ( ) ( )min ( ) ( )
k p t p s p t p s     and R is the 

set of OPF’s roots. An OPFC model classifies a new 
sample to a special cluster (that was created in the 
OPFC algorithm), by finding a root which provides the 
optimum path to the new sample. To see more details 
about the OPFC algorithm refer to [25, 26].  

 Generally, supervised and unsupervised OPF are 
simple and fast classifiers which are parameter-
independent and originally support multi-class 
problems [23]. Moreover, OPF does not make any 
assumption about the shape of classes; so, partial 
overlapping among the classes can be handled by the 
OPF [23]. In this study, the OPFC algorithm is used as 
an anomaly detection engine for detecting the insider 
attacks in IoT which may be happened by malicious 
things from WSN sides. Moreover, a new version of 
supervised OPF, called MOPF [20], is used in a 
misuse-based detection engine for identifying the 
cyber (external) attacks from the Internet side. More 
details about the proposed method will be discussed in 
Section IV. 

C. MapReduce approach 

 MapReduce approach is an efficient solution for the 
big data problem [27]. This approach employs 
algorithms that have parallelism capabilities in a 
parallel space. In this approach, a big dataset is split to 
smaller datasets and stored on different machines. 
These machines process smaller datasets in parallel 
and finally, the results will be integrated. In the Map 
phase, input data is partitioned to smaller segments 
named chunk. Then, they are delivered to some 
machines (called mappers) that are responsible for the 
mapping operation [27]. Each mapper converts the 
content of the chunk to a sequence of key-value pairs 
by using the user-defined “map” function. On the 
other hand, in the Reduce phase, MapReduce 
framework performs sorting based on the keys and 
collects each key-value pair with the same key and 

sends them to the reducer node. Then, the user-defined 
“reduce” function accepts the mediate keys with a set 
of values representing the dimension of keys and 
merges the values by converting them to a smaller 
value [27]. 

D. IoT's attacks 

 Generally, IoT is a hybrid network which consists of 
the Internet and IP-based WSN. So, it can be 
threatened from both sides of the Internet and IP-based 
WSN. For example, suppose an end user in the 
Internet who can access to the things' information of 
6LoWPAN, illegally. This user can threat an object in 
6LoWPAN by denying its service. As mentioned 
earlier, we just focus on selective-forwarding and 
sinkhole attacks as insider attacks in this study. It is 
noted that in selective-forwarding attacks, which 
primarily disrupt the routing path, malicious nodes 
forward packets selectively to remove some packets 
based on the importance of data or randomly [5]. 
However, a malicious node represents itself to others 
as an optimal routing path in sinkhole attacks for 
attracting nearby nodes to route traffic through it [6]. 

Moreover, we assumed that the Internet traffic 
patterns were same as NSL-KDD [28] dataset. NSL-
KDD includes 41 different features which are 
categorized into three categories: (a) basic features; (b) 
traffic features; and (c) content features. However, 
noisy NSL-KDD dataset can be employed for 
evaluating the performance of IDSs in real-world 
environments [29]. In this way, Karkouch et al. [30] 
reviewed a set of generic and domain-specific data 
quality (DQ) dimensions in IoT. For this purpose, the 
DQ enhancement techniques were presented with an 
emphasis on data cleaning methods. In this study, the 
proposed misuse-based detection focuses on detecting 
anomalous traffic as cyber attacks.  

IV. PROPOSED MODEL 

In this section, the proposed model is introduced. 
As mentioned earlier, with the aim of providing multi-
faceted detection which can identify internal and 
external attacks, we proposed a flexible model which 
can detect simultaneously both malicious behavior of 
6LoWPAN and the Internet (or LANs) sides. Figure 3 
shows the general schema of the proposed model. As 
seen in Fig. 3, the proposed model consists of two 
modules: 

 

 

Figure 3.  General schema of proposed model. 



a) The Internet side module; which is called misuse 
detection module and provides a misuse-based IDS for 
classifying the Internet (or LAN) traffic and 
consequently detecting cyber attacks. 

b) 6LoWPAN-side module; which is called anomaly 
detection module for identification of the insider 
attacks (i.e., sinkhole and selective-forwarding) by 
using the anomaly-based IDS that was projected based 
on 6LoWPAN traffic. 

In the 6LoWPAN side, the anomaly detection 
module creates a sample for each source node by 
extracting four traffic-related features from the raw 
received packet of the source node at each time-slot

w : (a) packet receiving rate; (b) packet dropping 

rate; (c) average latency; and (d) maximum hop-count. 
Then, the module projects a clustering model based on 
an unsupervised OPF algorithm for each source node 
by using its generated samples. The algorithm selects a 
cluster (or clusters) including a few samples and then 
labels the samples as anomalous for each projected 
model. 

Notably, we implemented a WSN based on the 
RPL routing protocol in this study for simulating the 
6LoWPAN functionality (see Section V). Generally, 
the structure of data packets in the simulations consists 
of two main parts: (a) data  (includes SrcID, 
SrcTimeStamp, SequenceNumber, RouterID, 
RouterTimeStamp, ReceiveTimeStamp, and 
HopCount) and (b) data access interfaces which can 
access and manipulate data (e.g., incHopCount( ), 
getReceiveTimeStamp( ), and getSrcTimeStamp( )). 
SrcID and SrcTimeStamp fields represent the ID of 
source node and the time of packet sending by the 
source node, respectively. RouterID and 
RouterTimeStamp fields represent the ID of the last 
router node (before the current node) and its 
forwarding packet time, respectively. HopCount field 
shows the number of hops taken by the packets and 
each router node increments it by incHopCount( ) 
function. We assumed that the router node cannot 
access the data with the aim of manipulating values. In 
extracting features for producing a new sample for 
each source node, such as A, the packet dropping rate 
is computed based on the following steps at each time-
slot: 

Step 1- Sort the received packets from node A 
based on its SequenceNumber field. 

Step 2- Calculate the sum of the distances 
between each two consecutive packets (based on 
SequenceNumber field) and return the result as 
the packet dropping rate. For simplicity, we 
assumed that each packet is sent only once. 

Moreover, other features such as the maximum 
hop-count and the average latency are computed as 
follows: 
 

  

   

: . |

:

. .

i i

j

i i
i j jj P

i

i L MaxHopCount Max getHopCount j Ppacket

i L AverageLatency

packet getReceivingTimeStamp packet getSrcTimeStamp

P



   

  



     (7) 

where L is the set of source nodes in the network. 
iP

is the set of received packets from the i-th source in 

time-slot w and iP is the number of its members. 

By increasing the number of source nodes, the 
sequential projection of clustering models will be 
time-consuming that is not acceptable for a real-time 
model. The proposed anomaly detection method has 
the capability of parallelism, because projecting and 
using clustering models are independent processes. In 
this study, we inspired from MapReduce approach to 
improve the speed of projecting models and anomaly 
detection. In fact, we proposed an anomaly detection 
method based on the MapReduce architecture. In other 
words, if an appropriate platform (hardware/software) 
is prepared, then the model can run in parallel on a 
distributed space based on the MapReduce 
architecture. In this approach, the root node sends the 
values of extracted traffic features of the source nodes 
to corresponding reducer nodes for anomaly detection. 
According to this approach, we can also add a new 
reducer node to the proposed architecture that is a host 
of the proposed misuse-based detection module. 
Therefore, by sending the values of the Internet traffic 
features from root node to the new reducer node, our 
framework can be employed to detect the cyber 
attacks from the Internet side. Figure 4 shows the 
general architecture of the proposed IDS which is 
based on the MapReduce approach. 

As seen in Fig. 4, the root node in anomaly-based 
detection module (i.e., the 6BR) extracts mentioned 
traffic-related features from the receiving raw packets 
(i.e., 6LoWPAN traffic) in each time-slot and creates a 
new sample for source nodes. Then, it sends the 
sample’s information with key-value pair format to a 
node (i.e., the reducer) that is responsible to work with 
a special key. This format includes source ID as the 
key and feature vector as the value. Then, the reducer 
node projects a clustering model by using its samples 
which are received from the mapper node. As 
mentioned earlier, we assumed that a cluster with 
fewer samples is anomaly; hence, if the new sample 
belongs to this cluster, it is classified as anomalous 
and otherwise, it is classified as a normal sample. So, 
the reducer node returns a new key-value pair with 
〈SID,Label〉 format (in response to the incoming key-
value pair) to the root node. It is noted that the key and 
the value are source ID’s sample and its label (i.e., 
anomalous/normal), respectively. Notably, this 
scenario is also repeated for the misuse-based 
detection module. As mentioned earlier, the proposed 
misuse-based intrusion detection is based on MOPF 
[20] which is supervised graph-based machine 
learning. In this study, this machine works on NSL-
KDD dataset with the aim of simulating the Internet 
traffic. It is noted that each feature in this dataset may 
not be relevant to the anomaly detection task. On the 
other hand, some features which are noise and 
irrelevant features, can lead to undesirable effect on 
the performance of MOPF. Hence, for improving the 
performance of MOPF, selecting an optimum subset 
of features by using a suitable feature selection can 
improve the performance of MOPF. In addition to 
improve the performance of classification models, 



 

Figure 4.  General architecture of IDS model based on the MapReduce approach. 

 

Figure 5.  Block diagram of feature selection method based on MI-BGSA. 

feature selection is useful for reducing the training and 
classification time, improving stability against noise, 
and reducing the measurement and storage 
requirements [21]. 

It is noted that the MI-BGSA feature selection 
method [21] is used for selecting the best subset of 
NSL-KDD features. MI-BGSA is a population-based 
heuristic search based on BGSA and MI [21]. This 
method employs BGSA as a global search method to 
find the optimum subset of features as wrapper-based 
feature selection. Moreover, with the aim of improving 
the quality of selected features, MI is used as a local 
search for finding the best features among all selected 
features. The block diagram of MI-BGSA is shown in 
Fig. 5. 

The BGSA in MI-BGSA works as a wrapper-based 
feature selection method; so, a fitness function is 
required for evaluating the performance of it. In MI-
BGSA, the fitness function is a two-objective function 
based on DR and FAR. As seen in Fig. 5, SVM as a 
fast binary classifier is used for evaluating each subset 
of features in terms of DR and FAR. According to the 
MI-BGSA feature selection method, the optimum 
subset of features of NSL-KDD dataset are given in 
Table II. 

TABLE II.  SPECIFICATION OF SELECTED FEATURES 

# Feature subset Selected Features 

29 

{2, 3, 4, 5, 7, 8, 10, 11, 12, 14, 15, 16, 18, 

19, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 

31, 34, 37, 38, 40} 

V. EXPERIMENTAL RESULTS AND DISCUSSION 

In this section, the simulation results of the 
proposed model are presented to show the robustness 
of the proposed method in IoT’s intrusion detection 
field. Notably, for evaluating the anomaly detection 
module which is used in 6LoWAN side, we developed 
a special WSN that is based on the RPL protocol using 
.Net Framework technology and C#.Net programming. 
So, a flexible evaluation platform was provided for 
developing the proposed intrusion detection method 
and simulating the selective-forwarding and sinkhole 
attacks, as well. The assumptions in the developed 
simulator are given in Table III. 

Moreover, as mentioned earlier, the NSL-KDD 
dataset [27] was used instead of the Internet (or LANs) 
traffic for evaluating the misuse-based detection 
module in the proposed architecture (Fig. 3). In this 
study, 7,000 and 3,000 instances were randomly 
selected from the NSL-KDD as the training and test 
datasets, respectively. Table IV lists the number of 
training and test instances. Notably, the NSL-KDD 
features have significantly different ranges and various 
resolutions; therefore, most of the classifiers are not 
able to process data in this format. Therefore, it is 
essential to normalize the value of each feature to 
avoid data imbalance. In this study, as seen in Fig. 5, 
in the preprocessing stage of the feature selection 
method, we normalized each feature of the NSL-KDD 
using Eq. (8) [21]: 



TABLE III.  ASSUMPTIONS IN THE DEVELOPED SIMULATOR IN 

THIS STUDY 

Parameter Value/Type 

Network scale 100 m × 100 m 

Routing protocol RPL 

Transmission range 10 m 

Packet size 127 bytes 

DIO size  24 bytes  

w   30 sec  

 

TABLE IV.  SIZE OF TRAINING AND TEST DATASETS 

Type of 

dataset 

Total number 

of instances 

Number of 

normal 

instances 

Number of 

anomaly 

instances 

Training 7,000 3,490 3,510 

Test 3,000 1,526 1,474 

 

; 1i

i

v
x i N






                            (8) 

where N and iv are the number of samples and the 

value of i-th sample in the dataset for the given 
feature, respectively. It is noted,  and  are the mean 

and standard deviation of the given feature, 
respectively. 

In the 6BR implementation, which was based on 
the MapReduce architecture, the MATLAB server was 
used as the reducer node for projecting the clustering 
and classification models with the aim of anomaly-
based and misuse-based detection, respectively. We 
implemented anomaly-based and misuse-based 
detection methods that were based on the OPFC and 
MOPF algorithms, respectively, using MATLAB 
R2014a on a PC with an Intel(R) Core (TM) i5-4460, 
CPU 3.20 GHz, and 8 GB RAM. 

 

Figure 6.  Screenshot of 6LoWPAN simulation. 

In this study, the performance of the proposed 
method was evaluated in terms of DR and FAR. As 
mentioned earlier, for evaluating the performance of 
the proposed model in terms of detecting the insider 
attacks, a simulated WSN’s traffic was used in 6BR. 
The screenshot of simulated WSN is shown in Figure 
6. In Fig. 6, sinkhole and selective-forwarding attacks 
were launched simultaneously by node 3 and node 10, 
respectively. Through this simulation, the performance 
of the proposed model was evaluated to deal with the 
joint occurrence of sinkhole and selective-forwarding 
attacks in the 6LoWPAN. The assumptions in these 
simulations are given in Table V. Moreover, the 
performance of the proposed model, in terms of 
detecting cyber attacks (as anomaly detection) and 
specifying the type of detected attacks, was evaluated 
simultaneously by using NSL-KDD dataset. It is noted 
that experimental results are reported when feature 
selection method was used or not. 

The performance of the proposed model in the 
mentioned experiments is reported in Table VI. As 
seen in Table VI, the performance of the anomaly-
based detection module (as compared to other 
proposed methods such as SVELTE [6]) and misuse-
based detection module is appropriate in terms of DR 
and FAR. The experimental results show that the 
acceptable performance of the proposed model in 
detecting both insider and cyber attacks, 
simultaneously. As seen in Table VI, the performance 
of the misuse-based detection module when using 
feature selection unit is worse than the performance of 
this module when feature selection unit was not used. 
However, as mentioned earlier, using an FS algorithm 
in the proposed misuse-based detection module has 
improved the execution time of MOPF (as a key 
engine in misuse-based detection module) from 1121 
seconds to 837 seconds. 

TABLE V.  ASSUMPTIONS IN THE 6LOWPAN SIMULATION 

Feature Value 

Number of source nodes 3 (IDs: {6, 8, 11}) 

Number of router nodes 6 (IDs: {2, 3, 5, 7, 9, 10}) 

Root’s ID {1} 

Malicious nodes’ ID 

{3} (as the sinkhole agent) and 

{10} (as the selective-forwarding 

agent)  

Simulation time (min) 30  

Number of source nodes 3 (IDs: {6, 8, 11}) 

 

TABLE VI.  PERFORMANCE OF THE PROPOSED MODEL IN 

SIMULATED IOT 

Method DR (%) FAR (%) 

Anomaly-based detection 

module 
80.95 5.92 

Misuse-based detection module 

without using feature selection 
97.88 1.96 

Misuse-based detection module 

when using MI-BGSA feature 

selection method 

95.48 4.39 

 

 



TABLE VII.  PERFORMANCE COMPARISON OF  DIFFERENT 

CLASSIFIERS IN MISUSE DETECTION MODULE 

Classifier (used in misuse-

based IDS) 
DR (%) FAR (%) 

SVM 95.05 2.10 

NB 81.00 9.37 

CART 97.15 2.75 

MOPF 97.88 1.96 

Notably, for evaluating the performance of MOPF 

in detecting cyber attacks in the proposed model, the 

proposed misuse-based detection module (employing 

an MOPF) was compared with other misuse-based 

detection systems that used the following classifiers 

(instead of MOPF): (a) SVM; (b) CART; and (c) NB 

(Table VII). These classifiers have been already 

implemented in MATLAB. As seen in Table VII, the 

MOPF classifier achieves better DR and FAR as 

compared to other classifiers (i.e., SVM, NB, and 

CART). 

VI. CONCLUSION 

The IoT, as an emerging concept in computer 
networks is a worldwide network in which all 
heterogeneous objects around us can connect to the 
unreliable Internet by using a wide range of 
technologies (e.g., radio frequency identification, 
embedded sensors, and miniature actuators). IoT is 
composed of the Internet and the networks with 
heterogeneous nodes; so, it provides accessibility to 
the Internet for all physical objects. Because of the 
insecure nature of the Internet and WSNs, 
implementing security mechanisms in IoT is necessary 
[31]. This paper proposed a novel hybrid architecture 
as security mechanism for detecting both of insider 
and cyber attacks in IoT, simultaneously. The 
proposed model used a real-time anomaly-based 
intrusion detection module based on unsupervised 
OPF for detecting insider (internal) attacks which may 
be happened in 6LoWAPN. On the other hand, a 
misuse-based intrusion detection engine, which was 
based on supervised OPF, was responsible for 
detecting cyber (external) attacks that may be occurred 
from the Internet (or LANs) side. In addition, a hybrid 
feature selection algorithm based on mutual 
information and binary gravitational search algorithm 
was employed to reduce the number of attributes to the 
proposed hybrid IDS. The experimental results 
showed that the classifier model used in the misuse-
based detection module of proposed system 
outperforms SVM, NB, and CART classifiers. 
Furthermore, the proposed hybrid FS model decreased 
the number of input features from 41 to 29.  
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